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BioInnovation

•AI for life sciences, healthcare and medicine
•Learning on knowledge graphs of

•Multi-Omics data e.g., genomics
• Patients records

•Generate and validate hypothesis
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Relational Data and Graph Machine Learning 

Social Networks

Image Credit: Medium Image Credit: visitlondon.com

Transportation Networks
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[Bentley et al., 2016]
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Relational Data and Graph Machine Learning 

Graph (set of Nodes, set of Edges)

• ML models studying underlying graph structure of complex data and its features
• Complex/irregular/network structured data rather than regular such as tabular, 

grid, sequential data

• Exploit background relational information for better performance

Graph Machine Learning

How to take advantage of relational structure for better prediction?



Relational Databases

where rich and valuable background relational information available!

Movie Database Biomedical Knowledge Base

Image credit: Maximilian Nickel et al
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Dublin

Knowledge Graph: Relational vs Attributive Triples 
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connect an entity to another entity
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type

Dublinlat

Knowledge Graph: Relational vs Attributive Triples 

capitalOf
Ireland

long

Port City

53.35

-6.24

Object properties:

connect an entity to another entity

Relational Triples

Data type properties:

connect an entity to a literal

Attributive Triples

Attributes

Literals

(subject node, attribute, literal) (subject node, predicate, object node)



description

image

capitalOf

Ireland

Dublin

1.38M
population

Dublin (/ˈdʌblᵻn/, Irish: Baile Átha Cliath [blʲaːˈklʲiəh]) is the capital 

and largest city of Ireland. Dublin is in the province of Leinster on 
Ireland's east coast, at the mouth of the River Liffey. The city has an 

urban area population of 1,345,402. The population of the Greater 

Dublin Area, as of 2016, was 1,904,806 people. Founded as a Viking 
settlement, the Kingdom of Dublin became Ireland's principal city 

following the Norman invasion. The city expanded rapidly from the 
17th century and was briefly the second largest city […]

founded

841 A.D.

[Gesese et al. 2019]

Knowledge Graph: Multi-modal Literals

Literals can be numerical, categorical, textual, images, sound waves, or other continuous values!
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Machine Learning on Knowledge Graphs:

Knowledge graph completion

LINK PREDICTION
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?
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ATTRIBUTE PREDICTION 
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Knowledge Graph Embeddings (KGE)

isA

Acme  Inc

Person

isA

worksFor

friendWith

George

likes

FootballTeam

Acme Inc

Person     

Liverpool FC

Employee

Mike

George

FootballTeam     
worksFor

Liverpool FC

Liverpool

isA

basedIn City

Mike
isA

bornIn

worksFor
isA

likes
bornIn

friendWith

Liverpool

City

basedIn

Automatic, supervised learning of embeddings, i.e. projections of entities and 
relations into a continuous low-dimensional space ℝ𝑘.
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Anatomy of KG Embedding Learning

Optimizers

Loss 
Functions 

ℒ

Scoring Layer	
� � , � , � ∈ℝ

TransE, DistMult, 
ComplEx, HolE, 

ComplEx-N3

Lookup 
Layer

Downstream Tasks
(Link Prediction)

Inference

ℝ

…

Mike

George

Liverpool FC

likes

…

Training

� � , � , � ∈ℝ

Negatives Generation

Contrastive Learning
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Translation-based Scoring Functions

High score = triples is very likely to be factually correct

Factorization-based Scoring Functions
• DistMult: Dot product. [Yang et al. 2015]



Pairwise Margin-Based Hinge Loss

Score 
assigned 

to a
synthetic 
negative

Score 
assigned 
to true
triple

Pays a penalty if score of positive triple < score of synthetic negative by a margin 𝛾

[Bordes et al. 2013]

Label of 
the triple t

[Trouillon et al. 2016]

Negative Log-Likelihood / Cross Entropy



Evaluation: Ranking Based

Rank the scores of all answer candidates to the query.



Evaluation: Ranking Based

Mean Reciprocal Rank (MRR)

Hits@N

Positive triples from test set

Test set = {
<Mike friend_with George>

<Mike born_in Liverpool>

}

MRR = 0.75

Hit@1 = 0.5

Rank the scores of all answer candidates to the query.

Higher the better!



Evaluation of SoTA Methods

Open source library based on TensorFlow that predicts links between concepts in a knowledge graph.

Benchmark Datasets

Link Prediction (MRR)



Attribute Prediction on Knowledge Graphs

Sofia Coppola
date_of_birth: acted_in

The Godfather III
date_release: 1990

New York
latitude:

longitude:74

population: 8.4 M

area: Francis Ford Coppola
date_of_birth: 1939

date_of_death: 
USA
date_founded: 1776

latitude: 37

longitude: 

?

?

?

?

?

Knowledge graph with attributes
• Multi-relational data
• Multiple types of entities
• Different set of attributes
(living on different feature spaces)



Completion of Numerical Attributes in a KG

Knowledge graph with attributes

• Multiple relationships

• Different set of attributes

We need heterogeneous message passing!

• Relation between the nodes:

• Predict target node attribute:

• From source node attribute:

Message function:Message type

E. Bayram, A. Garcia-Duran and R. West “Node Attribute Completion in Knowledge Graphs with Multi-Relational Propagation” in ICASSP 2021



Completion of Numerical Attributes in a KG

E. Bayram, A. Garcia-Duran and R. West “Node Attribute Completion in Knowledge Graphs with Multi-Relational Propagation” in ICASSP 2021

date_of_birth date_film_release

date_of_death

date_of_birth

Francis Ford CoppolaSofia Coppola The Godfather III

f death|film

directed

f death|birth

f death|birth

haschild

1. Collect

2. Aggregate: weighted 
average of collected 
messages

3. Update:

Message-passing algorithm steps:

Sofia Coppola
date_of_birth: acted_in

The Godfather III
date_release: 1990

New York
latitude:

longitude:74

population: 8.4 M

area: Francis Ford Coppola
date_of_birth: 1939

date_of_death: 
USA
date_founded: 1776

latitude: 37

longitude: 

?

?

?

?

?



Multi-relational Attribute Propagation (MRAP)

An iteration of MRAP

COMBINE

{ xk
n |n 2 N v ,

x 2 A n
}

yk
v

yk+ 1
v

AGGREGATE

!
y |x

r(v,n )

f
y |x

r(v,n )
(·)

E. Bayram, A. Garcia-Duran and R. West “Node Attribute Completion in Knowledge Graphs with Multi-Relational Propagation” in ICASSP 2021

FB15K date attributes with 40% sparsity of observations.

MRAP: heterogeneous message passing compared to:
• Global attribute averaging method
• Local attribute averaging method
• NAP++ [Kotnis & Garcia-Duran, 2018]

Embedding Learning (TransE) + attribute propagation 
on kNN embedding graph
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Incorporating Literals for Link Prediction

Literals (attributive triples) can be useful while reasoning about the relational triples!



Incorporating Literals for Link Prediction

KBLRN [Garcia-Duran et al., 2018]

1. Construct RBFs with literal distributions over triples
(difference on subject and object attributes)

f_att(Tokyo’s lat, capitalOf, Japan’s lat)

RBF scoring the plausibility of literal 
difference
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Incorporating Literals for Link Prediction

KBLRN [Garcia-Duran et al., 2018]

1. Construct RBFs with literal distributions over triples
(difference on subject and object attributes)

2. Incorporate the attribute prediction score
into the loss of the link prediction model

f_rel(Tokyo, capitalOf, Japan)

f_att(Tokyo’s lat, capitalOf, Japan’s lat)

✓ Intepretable

❌Same type of attribute appear in both 
its subject and object are quite sparse

RBF scoring the plausibility of literal 
difference
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LiteralE [Garcia-Duran et al., 2018]

1. Construct a literal vector for each entity
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Incorporating Literals for Link Prediction

LiteralE [Garcia-Duran et al., 2018]

1. Construct a literal vector for each entity

…

Mike

George

Liverpool FC

likes

…

ℝ𝑁_𝑑𝑙𝑇𝑂𝐾𝑌𝑂

2. Enrich the embedding of the entity using its 
literal vector through a learnable function

(GRU)

✓ SoTA performance

❌ Support numeric literals only

❌ Fixed size of literal vector for each entity
confusion on applicable/ NA attributes
and observed/ unobserved literals



Incorporating Literals for Link Prediction

Task: Gene-disease prediction

ALB

Albumin

Edema

Deep Vein 
Thrombosis

Warfarin

treatsassociates

encodes
has_indication

Fragment of an incomplete Biomedical KG

Gene Protein SymptomDisease Drug
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Industry Use-case: Incorporating patient-level data into biomedical KG
Task: Gene-disease prediction

ALB

Albumin

Edema

Deep Vein 
Thrombosis

Warfarin

treatsassociates

encodes
has_indication

Fragment of an incomplete Biomedical KG

Gene Protein SymptomDisease Drug

Patient-level data
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Industry Use-case: Incorporating patient-level data into biomedical KG
Task: Gene-disease prediction

ALB

Albumin
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Patient-level data
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Patient 1234

Race: NAN

Gender: F

Birth year: 1968

Smoking: N

…

Patient 1234

Race: NAN

Gender: F

Birth year: 1968

Smoking: N

…

Patient 1234

Race: NAN

Gender: F

Birth year: 1968

Smoking: N

…

Patient 1234

Race: NAN

Gender: F

Birth year: 1968

Smoking: N

…
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Race: NAN

Gender: F

Birth year: 1968

Smoking: N

…

Patient 1234

Race: NAN

Gender: F

Birth year: 1968

Smoking: N

…

Thousands of patients with numerical, categorical features
with the same disease/symptoms/drugs etc.



Takeaways: Incorporating Literals for KG completion

1. Machine learning on relational data

2. KG completion: relational triples vs attributive triple

3. Incorporating literals for link prediction



Thank you

Eda Bayram
eda.bayram@ accenture.com
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The Guardian BBC CNN

53

How media outlets reacted to Hinton leaving Google



How I would have reacted

54

Man raises issues others have discussed for years, offers no solutions



One of the others

55



Gebru’s ‘less existentially serious concerns’
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Gebru’s ‘less existentially serious concerns’ 
(continued)

57



Representation = Visibility

58

Poor model 
representation

Models generate new 
data

Poor 
representation 

in data



Visibility is inherently 
existential and 

extremely serious

59
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Chains of Thought

“If a machine is expected to 
be infallible, it cannot also 
be intelligent.”

Alan Turing



Chains of Thought

Marvin Minsky HAL 9000
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Geoffrey Hinton
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Niki Parmar and Ashish Vaswani
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Chains of Thought

Chain-of-thought prompting 

enables language models to 

solve problems when 

scaled to 1023 parameters.

LLMs can construct internal 
representations of entities 
comprehend their 
relationships 



Chains of Thought
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Chains of Thought

https://github.com/ysymyth/ReAct





Chains of Thought What other directors has the director of 
2001 a Space Odyssey collaborated with?

Thought: I need to search 2001 a Space Odyssey 
then search the director and find other directors 

he collaborated with?   

Thought: I need to search for directors who have 
collaborated with Stanly Kubrick  

Action: Search 2001 Space Odyssey…..

Observation: 2001 is a 1968 science fiction film directed by Stanley 
Kubrick 

Action: Search for directors who have collaborated with Stanley..

Observation: Kubrick directed Spartacus….starring Kirk 
Douglas……Dr Strangelove, starring Peter Sellers……AI 

directed by Steven Spielberg……..

Thought: Stanley Kubrick has 
collaborated with many directors, 
some of which are: Peter Sellers, 

Kirk Douglas, and Steven 
Spielberg





Chains of Thought
Who was born first Plato or Socrates?

Thought: I need to search Plato and Socrates, 
find their dates of birth, then compare them.

Thought: Plato was born in 428/427 or 424/423 
BC. I need to search Socrates next and find its 

date of birth

Action: Search[Plato]

Observation: Plato (Greek: Πλάτων Plátōn; 428/427 or 424/423 –
348/347 BC) was an ancient……

Action: Search[Socrates]

Observation: Socrates (; Greek: Σωκράτης; c. 470–399 BC) 
was a Greek philosopher ………

Thought: Socrates was born in c. 
470–399 BC. 470–399 BC 

(Socrates) < 428/427 or 424/423 
BC (Plato), so Socrates was born 

first.





Ground truth and 
Human Insight

Symbolic 
Reasoning

Neural 
Networks

Way Forward…

Ground 
truth



Closing Thoughts

• How far can we go with Generative AI?

• How far can we go with Generative AI and symbolic 
processing?

• How do we build and use AI responsibly?



Closing Thoughts Thanks for Listening

The End



Questions?



Thank You!


