
Explainable Machine Learning Models 
for Structured Data
Dr Georgiana Ifrim
georgiana.ifrim@insight-centre.org

(joint work with Severin Gsponer, Thach Le Nguyen, Iulia Ilie)

30 July 2018



Overview
• Structured Data

• Symbolic Sequences (e.g., DNA, malware)
• Numeric Sequences (e.g., time series)

• Explainable Learning Models
• Black-Box vs Linear Models with Rich Features

• SEQL: Sequence Learning with All-Subsequences
• Framework for Sequence Classification & Regression
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Structured Data: Sequences & Time Series

Many Applications:

• DNA

• Malware

• Sensors
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Contribution 3: Real World Application Regression

Value Data points
290.507 AGGGCATCATGGAGCTGTCCAG
679.305 ATCACAATTTTGCCGAGAGCGA

1998.715 GTACACCCCGTTCGGCGGCCCA
447.803 CCTTTAGCCCATCGTTGGCCAA

Regression Task
DREAM5 Transcription-Factor,
DNA-Motif Recognition Challenge in 2011[4]

Collection of 86 regression tasks in a biological domain.
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Contribution 2: Data

Byte sequence
Class Data points

+1 C7 01 24 04 5F 0E EA DC 00 E9 D6 4A 00 0C 66 89
+1 74 13 BA EF 01 00 06 68 95 14 88 B7 00 0F 0E EA
-1 08 F9 C8 1A 80 C1 8B 48 40 00 89 51 10 B8 04 00
-1 B8 00 00 00 00 50 E8 D8 00 00 00 83 C4 04 53 FF

Assembly code
.text:00635719 B8 00 00 00 00 mov eax, 0
.text:0063571E 50 push eax
.text:0063571F E8 D8 00 00 00 call loc_6357FC
.text:00635724 83 C4 04 add esp, 4
.text:00635727 53 push ebx
.text:00635728 FF B3 C8 00 00 00 push dword ptr [ebx+0C8h]
.text:0063572E 50 push eax
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Explainable Machine Learning Models 

• Accuracy & Efficiency:
• Many accurate algorithms: e.g., ensembles (Random 

Forest), Deep Neural Networks; but hard to interpret 
big, complex models

• Large volumes of data, need efficient models

• Interpretability:
• White box (linear models) vs black box (deep nets)
• Interpretable AI is a big deal: Darpa Explainable AI (XAI; 

2016), EU GDPR legislation (May 2018)
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Darpa Explainable AI (XAI)
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[Source: http://www.darpa.mil/program/explainable-artificial-intelligence ]

http://www.darpa.mil/program/explainable-artificial-intelligence


SEQL: Sequence Learning with All-Subsequences

Key Idea: Linear Models with Rich Features are 
Accurate and Interpretable

• Linear models are interpretable and well understood 
(linear regression, logistic regression).

• Linear models with rich features are accurate (similar 
accuracy to ensembles, kernel-SVM, deep nets).

• Efficiently optimize linear models: We exploit the 
structure of a massive feature space (all-subsequences) 
to quickly select good features.
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SEQL: Linear Models for Symbolic Sequences
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Sequence Learning Overview

Solution Approach

Score Sequence
290.5 AGTCCACAAGGCTAGGATAGCTATCCGGATCGA
315.1 TATCCTGCAGTACAAGTCCGTAATTCACAATCCA
805.6 AGTCCGCTAGGCTAGGATAGCTAGCCCGATCGA
799.7 AGCCAAGACCTGAAATAGGCTCCTGAGATACAG

??? CGGGTCGTATCCGCACTGAATATCTAGGCTTACG

Goal is to learn a mapping:
f : S ! R

Weight k-mer
796.6 TAGGCT
402,5 CACAA
-125.3 TCCG
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Linear model (weighted sum of features):
f(x) = βt x,  with β the feature weights and x the feature vector

SEQL Model:

SEQL: all-subsequences are candidate features; 
focus on selecting good features quickly 



SEQL: Linear Models for Symbolic Sequences

Add features iteratively with greedy coordinate descent + branch-
and-bound (bound the search for the best feature)
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Our Approach: SEQL Algorithm

Algorithm 1 Coordinate Descent with Gauss Southwell Selection
1: Set �(0) = 0
2: while termination condition not met do
3: Calculate objective function L(�(t))
4: Find coordinate j

t

with maximum gradient value
5: Find optimal step size ⌘

j

t

6: Update �(t) = �(t�1) � ⌘
j

t

@L
@�

j

t

(�(t�1))e
j

t

7: Add corresponding feature to feature set
8: end while

How do we find coordinate j

t

efficiently?
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Efficient GS Selection via Gradient Bounding

Key Ideas
Bound gradient of k-mer using only information about its
sub-k-mers.

Example
Given: s

p

= ”ACT”
Calculate bound: µ(s

p

)
s1 = ”ACTC” -> gradient(s1)  µ(s

p

)
s2 = ”AACT” -> gradient(s2)  µ(s

p

)
s3 = ”TACTG” -> gradient(s3)  µ(s

p

)
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SEQL for Time Series Classification

Time Series à Discretisation (SAX, SFA) à Symbolic Sequence à
Sequence Learner (SEQL) 
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Overview
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SEQL for Time Series Classification
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Evaluation on Time Series Classification

Insight Centre for Data Analytics Slide 11

Ranking of learning algorithms by Accuracy

UCR Archive (85 TSC datasets: sensors, images, ECG)
Top-3 models:  1. mtSS-SEQL+LR (our method, a linear model)

2. FCN (deep neural network)
3. COTE (ensemble of 35 classifiers)
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Interpretability
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Interpretability

• GunPoint dataset tracking hand movement w/o Gun
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Fig. 3: Comparison of classification precision and run time of SAX-VSM and
1NN Euclidean classifier on CBF data. Left: SAX-VSM performs significantly
better with limited amount of training samples. Center: while SAX-VSM is
faster in time series classification, its performance is comparable to 1NN
Euclidean when training time is accounted for. Right: SAX-VSM increasingly
outperforms 1NN Euclidean with noise level growth (the random noise level
grows up to 100% of CBF signal value)

peaking at about 10% of all possible words for selected PAA
and alphabet sizes. This result reflects SAX-VSM ability to
learn efficiently from large datasets: while SAX smoothing
limits the generation of new words corresponding to relatively
similar sub-sequences, the idf factor of the weighting schema
(Equation 2) efficiently prunes SAX words (patterns) that are
losing their discriminative power, i.e. those which appear in
all classes.

C. Robustness to noise

Since the weight of each of the overlapping SAX words is
contributing only a small fraction to a final similarity value, we
hypothesized that SAX-VSM classifier might be robust to the
noise and to the partial loss of a signal in test time series.
Intuitively, in this case the cosine similarity between high
dimensional weight vectors might not degrade significantly
enough to cause a misclassification.

We investigated this hypothesis using CBF data. By fixing
a training set size to 250 time series, we varied the stan-
dard deviation of Gaussian noise in CBF model. SAX-VSM
outperformed 1NN Euclidean classifier with the growth of a
noise level confirming our hypothesis (Fig.3, right). Further
improvement of SAX-VSM performance was achieved by fine
tuning of smoothing through a gradual increase of the SAX
sliding window size proportionally to the growth of the noise
level (SAX-VSM Opt curve, Fig.3 right).

D. Interpretable classification

While the classification performance evaluation results show
that SAX-VSM classifier has potential, its major strength is in
the level of allowed interpretability of classification results.

Shapelet-based decision trees provide interpretable classifi-
cation and offer insight into underlying data features [9]. Later,
it was shown that the discovery of multiple shapelets provides
even better resolution and intuition into the interpretability of
classification [10]. However, as the authors noted, the time cost
of multiple shapelets discovery in many class problems could
be significant. In contrast, SAX-VSM extracts and weights all
patterns at once without any added cost. Thus, it could be
the only choice for interpretable classification in many class
problems. Here, we show a few examples in which we exploit
the subsequence weighting provided by our technique.
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Fig. 4: An example of the heat map-like visualization of subsequence
“importance” to a class identification. Color value of each point was obtained
by combining tf�idf weights of all patterns which cover the point. Highlighted
by the visualization features correspond to a sudden rise, a plateau, and a
sudden drop in Cylinder; to a gradual increase in Bell; and to a sudden rise
followed by a gradual decline in Funnel, align exactly with CBF design [23].

1) Heatmap-like visualization: Since SAX-VSM outputs
tf�idf weight vectors of all subsequences extracted from a
class, it is possible to find the weight of any arbitrary selected
subsequence. This feature enables a novel heat map-like vi-
sualization technique that provides an immediate insight into
the layout of “important” class-characterizing subsequences as
shown in Figure 4.

2) Gun Point dataset: Following previous shapelet-based
work [9] [10], we used a well-studied GunPoint dataset [24]
to explore the interpretability of classification results. The class
Gun of this dataset corresponds to the actors’ hands motion
when drawing a replicate gun from a hip-mounted holster,
pointing it at a target for a second, and returning the gun to
the holster; class Point correspond to the actors hands motion
when pretending of drawing a gun - the actors point their
index fingers to a target for about a second, and then return
their hands to their sides.

Similarly to previously reported results, SAX-VSM was
able to capture all distinguishing features as shown in Figure
5. The top weighted by SAX-VSM patterns in Gun class
corresponds to fine movements required to lift and aim the
prop. The top weighted SAX pattern in Point class corresponds
to the “overshoot” phenomena, causing the dip in the time
series [24], while the second to best pattern captures the lack
of movements required for lifting a hand above a holster and
reaching down for the prop.
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Fig. 5: Best characteristic subsequences (right panels, bold lines) discovered
by SAX-VSM in Gun/Point dataset. Left panels show actor’s stills and
time series annotations made by an expert, right panels show locations of
characteristic subsequences. Discovered patterns align exactly with previous
work [9] [10]. (Stills and annotation used with a permission from E.Keogh)
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Interpretability
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Point (top) and Gun (bottom) Salient Region for Classification Decision

Github code for our work: https://github.com/heerme?tab=repositories
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6 Interpretability

As described in Section 4, the output of SEQL is a linear model (a weighted list of selected features) which
makes interpretation possible. In this section, the focus is on the interpretation in the context of TSC, i.e.,
how to identify the segments that are important for the classification decision. Since we visualise the data in
the time domain, we only discuss SAX-SEQL-based models here. Regarding SFA representations, there have
so far been no results that report whether SFA sequences are interpretable. We visualize SAX sequences by
mapping each SAX word back to its corresponding segment in the original time series. Technically, the same
mapping can be done with SFA sequences, but visualising the impact of such features in the time domain
is not suitable.

6.1 Feature Importance

In our previous study [18], we evaluated the importance of the features selected in the final model by
studying the coe�cients learned by SEQL. Basically, the coe�cient of a feature can imply which class the
feature represents (based on the sign) and how decisive the feature is in the classification decision (based
on the absolute value). For multiple representations, a feature is defined not only by the sequence but also
by its SAX parameters. Table 10 shows some of the features selected by the mtSAX-SEQL+LR algorithm.

Table 10 Top 10 features selected by mtSAX-SEQL+LR from the Gun Point time series dataset.

l w ↵ Coe�cients Subsequences

42 16 4 0.065 84 cbaab
53 16 4 0.062 47 db
53 16 4 0.062 23 ddddb
42 16 4 0.062 00 da
31 16 4 0.059 72 bbbbbbbbbbcdddd
53 16 4 �0.053 72 aaaaaabbbb
20 16 4 �0.054 39 bbbbaaaaaa
53 16 4 �0.054 58 bbbcddddd
53 16 4 �0.055 75 bbbbbbbaaa
53 16 4 �0.060 50 bbbbbbaaa

6.2 Visualizing SAX Features

Two examples of time series from the Gun Point dataset can be found in Figure 10. The time series records
the motion of the hand when pointing (Point class) or drawing a gun (Gun class). The time series from
the Gun class (bottom-left) is characterized by two little perturbations at the beginning and the end of the
motions. On the other hand, the time series from the Point class (top-left) is characterized by the small
dip that occurs when the motion ends. The highlighted regions were discovered by our SEQL classifier by
mapping the matched features to the raw time series.

Top-right and bottom-right are the visualizations of the classification decision. We calculated the im-
portance of each point in the time series based on the coe�cients of the features, i.e., if a feature is mapped
to a segment of a time series, then each point in that segment receives a proportional value from the coe�-
cient (Algorithm 8). Therefore, a peak means the corresponding region in the original time series strongly
suggests the positive class and a valley means the corresponding region strongly suggests the negative class.
The result is a “meta time series” which contains a classification description of the classification model on
a time series. The peaks and the valleys are also reflected in the highlighted part of the time series plots
(top and bottom-left).

In Figure 11, we plot all the time series in the dataset together, to find the overall trend. From that
figure, it seems that the classification model tends to focus more on the regions describing the gun drawing
motion, since the green highlights dominate this area of the Gun-class time series. On the other hand, the
model found the final dips of the Point-class time series to be the most reliable feature, as indicated by the
red highlights.

Figure 12 presents another two examples from the Co↵ee dataset: one from the Arabica class (top-left)
and one from the Robusta class (bottom-left). By observing the highlights and the “meta time series”, it is
fairly clear how the classifier made the decision. In fact, the highlighted regions correspond to the ca↵eine
and chlorogenic acid components of the co↵ee blends [31].

https://github.com/heerme?tab=repositories


Recap SEQL

• Family of machine learning algorithms to train/predict (with) 
linear models for sequences

• Coordinate descent with Gauss-Southwell feature selection +                 
Branch-and-bound for efficient feature search

• Sequence Classification (KDD08, KDD11): Logistic loss, l2-SVM loss

• Sequence Regression (ECMLPKDD17): Least-squares loss 

• Time Series Classification (ICDE17): SEQL + SAX discretization

• Future Work: 
• Multi-dimensional Sequences
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