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Problem: Domain Difference
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Approach: Feature 
Augmentation

Feature (i)

General Feature (i) Source Feature (i) Target Feature (i)

Source 
Mapping

Target 
Mapping

x x 0

x 0 x



Approach: Example

Source
(Wall St Journal)

Target
(Reviews)

POS Tagging

“the monitor”

Det Verb
Det Noun



Approach: Example
the monitor(x1, x2)

TargetSourceGeneral

x1, x2 x3, x4 x5, x6

Det (Weights)

Noun (Weights)

Verb (Weights)

1, 0 0, 0 0, 0

0, 0 0, 0 0, 1

0, 0 0, 1 0, 0



Example Usage

Word Segmentation of Informal Arabic with 
Domain Adaptation 

By Will Monroe, Spence Green, and Christopher D. 
Manning (2014)



Main Findings
• Makes learning easier. Less complexity. 

• Similar to PRIOR with advantages. 

• Experiments ran against sequence labelling tasks. 

• Datasets from different domains. 

• Results: out performs baselines and PRIOR (not in 
cases where domains are very similar).



–Murhaf Hossari

Questions?


